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Abstract: Traditional approaches for document classification need data which is labelled for the construction 

reliable classifiers which are even accurate. Unfortunately, data which is already labelled are rarely available, and 

often too costly to obtain. For the given learning task for which data which is trained is unavailable, abundant 

labelled data may be there for a different and related domain. One would like to use the related labelled data as 

auxiliary information to accomplish the classification task in the target domain. Recently, the paradigm of transfer 

learning has been introduced to enable effective learning strategies when auxiliary data obey a different 

probability distribution. A co-clustering based classification algorithm has been previously proposed to tackle 

cross-domain text classification. In this work, we extend the idea underlying this approach by making the latent 

semantic relationship between the two domains explicit. This goal is achieved with the use of Wikipedia. As a 

result, the pathway that allows propagating labels between the two domains not only captures common words, but 

also semantic concepts based on the content of documents. We empirically demonstrate the efficacy of our 

semantic-based approach to cross-domain classification using a variety of real data. 

Keywords: Classification, Clustering, Cross-domain Text Classification, Co-clustering, Labelled data, Traditional 

Approaches. 

I.     INTRODUCTION 

Document classification is a key task for many text mining applications. For example, the Internet is a vast repository of 

disparate information growing at an exponential rate. Efficient and effective document retrieval and classification systems 

are required to turn the massive amount of data into useful information, and eventually into knowledge. Unfortunately, 

traditional approaches to classification require labeled data in order to construct reliable and accurate classifiers. Labeled 

data are seldom available, and often too expensive to obtain. On the other hand, given a learning task for which training 

data are not available, abundant labeled data may exist for a different but related domain. One would like to use the 

related labeled data as auxiliary information to accomplish the classification task in the target domain. Traditional 

machine learning approaches cannot be applied directly, as they assume that training and testing data are drawn from the 

same underlying distribution. Recently, the paradigm of transfer learning has been introduced to enable effective learning 

strategies when auxiliary data obey a different probability distribution. A co-clustering based classification algorithm has 

been proposed to tackle cross-domain text classification [2]. Let Di be the collection of labeled auxiliary documents, 

called in-domain documents, and Do be the set of (out-of-domain) documents to be classified (for which no labels are 

available). Di and Do may be drawn from different distributions. Nevertheless, since the two domains are related, e.g., 

baseball vs. hockey, effectively the conditional probability of a class label given a word is similar in the two domains. The 

method leverages the shared dictionary across the in domain and the out-of-domain documents to propagate the label 

information from Di to Do. If a word cluster ˆ w usually appears in class c in Di, then if document d ∈ Do contains the 

same word clusters ˆ w, it is likely that d belongs to class c as well. The co-clustering approach in [2] (called CoCC) 

leverages the common words of Di and Do to bridge the gap between the two domains. The method is based on the “Bag 

of Words” (BOW) representation of documents, where each document is modeled as a vector with a dimension for each 

term of the dictionary containing all the words that appear in the corpus. In this work, we extend the idea underlying the 
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CoCC algorithm by making the latent semantic relationship between the two domains explicit. This goal is achieved with 

the use of Wikipedia. By embedding background knowledge constructed from Wikipedia, we generate an enriched 

representation of documents, which is capable of keeping multi-word concepts unbroken, capturing the semantic 

closeness of synonyms, and performing word sense disambiguation for polysemous terms. By combining such enriched 

representation with the CoCC algorithm, we can perform cross-domain classification based on a semantic bridge between 

the two related domains. That is the resulting pathway that allows to propagate labels from Di to Do not only captures 

common words, but also semantic concepts based on the content of documents. As a consequence, even if the two corpora 

share few words, our technique is able to bridge the gap by embedding semantic information in the extended 

representation of documents. As such, improved classification accuracy is expected, as also demonstrated in our 

experimental results. In our previous work [16], we derived a thesaurus from Wikipedia, which explicitly defines 

synonymy, hyponymy and associative relations between concepts. Using the thesaurus constructed from Wikipedia, 

semantic information was embedded within the document representation, and we proved via experimentation that 

improved classification accuracy can be achieved [15]. In this work, we leverage these techniques to develop a semantic-

based cross-domain classification approach. 

II.   RELATED WORK 

Cross-domain classification is related to transfer learning, where the knowledge acquired to accomplish a given task is 

used to tackle another learning task. In [14], the authors build a term covariance matrix using the auxiliary problem to 

measure the co-occurrence between terms. The term covariance is then applied to the target learning task. In [6], the 

authors model the text classification problem with a linear function which takes the document vector representation as 

input, and provides in output the predicted label. Under this setting, different text classifiers differ only on the parameters 

of the linear function. A meta-learning method is introduced to learn how to tune the parameters. In [4], Dai et al. 

modified the Naive Bayes classifier to handle a cross-domain classification task. The technique first estimates the model 

based on the distribution of the training data. Then, an EM algorithm is designed under the distribution of the test data. 

KL-divergence is used to measure the distance between the training and test data distributions. An empirical fitting 

function based on KL-divergence is used to estimate the trade-off parameters of EM. In [3], Dai et al. altered Boosting to 

address crossdomain classification problems. Their basic idea is to select useful instances from auxiliary data, and use 

them as additional training data for predicting the labels of test data. 

However, to identify the most helpful additional training instances, the approach relies on the existence of some labeled 

testing data, which in practice may not be available. In [9, 8], Gabrilovich et al. proposed a method to integrate text 

classification with Wikipedia. They first build an auxiliary text classifier that can match documents with the most relevant 

articles of Wikipedia, and then augment the bag-of-word representation with new features corresponding to the concepts 

(mainly the titles) represented by the relevant Wikipedia articles. They perform feature generation using a multi-resolution 

approach: features are generated for each document at the level of individual words, sentences, paragraphs, and finally the 

entire document. This method only leverages text similarity between text fragments and Wikipedia articles, ignoring the 

abundant structural information within Wikipedia, e.g. internal links. The processing effort of this method is very high, 

since each document needs to be scanned many times. Furthermore, the feature generation procedure inevitably brings a 

lot of noise, because a specific text fragment contained in an article may not be relevant for its discrimination. In [1], 

Banerjee et al. tackled the daily classification task (DCT) [7] by importing Wikipedia knowledge into documents. Using 

Lucene to index all Wikipedia articles, each document is used as a query to retriev  the top 100 matching Wikipedia 

articles. The corresponding titles become new features. This technique is prone to bring a lot noise into documents. 

Similarly to [7], documents are further enriched by combining the results of the previous n daily classifiers with new 

testing data. By doing so, the authors claim that the combined classifier is at least no worse than the previous n classifiers. 

However, this method is based on the assumption that a category may be comprised of a union of (potentially 

undiscovered) subclasses or themes, and the class distribution of these subclasses may shift over time.  

The CoCC Algorithm: 

The authors in [2] use co-clustering to perform crossdomain text classification. We summarize here the CoCC algorithm 

[2]. Let Di and Do be the set of in-domain and out-ofdomain data, respectively. Data in Di are labeled, and C represents 

the set of class labels. The labels of Do (unknown) are also drawn from C. Let W be the dictionary of all the words in Di 
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and Do. The goal of coclustering Do is to simultaneously cluster the documents Do into |C| clusters, and the words W into 

k clusters. Let ˆD o = { ˆ d1, ˆ d2, ..., ˆ d|C|} be the |C| clusters of Do, and ˆW = { ˆ w1, ˆ w2, ..., ˆ wk} the k clusters of W. 

Following the notation in [5], the objective of co-clustering Do is to find two mappings CDo : {d1, ..., dm} → {ˆ d1, ˆ d2, 

..., ˆ d|C|} and CW : {w1, ...,wn} → {ˆ w1, ˆ w2, ..., ˆ wk}, where |Do| = m and |W| = n. The tuple (CDo, CW), or (ˆD o, ˆW 

), represents a co-clustering of Do. To compute (ˆD o, ˆW ), a two step procedure is introduced in [2], as illustrated in 

Figure 1 (the initialization step is discussed later). Step 1 clusters the out-of-domain documents into |C| document clusters 

according to the word clusters ˆW . Step 2 groups the words into k clusters, according to class labels and out-of-domain 

document  clusters simultaneously. The second step allows the propagation of class information from Di to Do, by 

leveraging word clusters. Word clusters, in fact, carry class information, namely the probability of a class given a word 

cluster. This process achieves the classification of out-of-domain documents. As in [5], the quality of the co-clustering 

(ˆD o, ˆW ) is measured by the loss in mutual information 

I(Do;W) − I(ˆD o; ˆW ) (1) 

Thus, co-clustering aims at minimizing the loss in mutual information between documents and words, before and after the 

clustering process. Similarly, the quality of word clustering is measured by 

I(C;W) − I(C; ˆW ) (2) 

where the goal is to minimize the loss in mutual information between class labels C and words W, before and after the 

clustering process. By combining (1) and (2), the objective of co-clustering based classification becomes: 

min 

Dˆo,Wˆ{I(Do;W) − I(ˆD o; ˆW ) + λ(I(C;W) − I(C; ˆW ))} 

where λ is a trade-off parameter that balances the effect of the two clustering procedures. The above objective function 

enables the classification of out-of-domain documents via co- lustering, where word clusters provide a walkway for labels 

to migrate from the in-domain to the out-ofdomain documents. The CoCC algorithm computes a coclustering (CDo , CW) 

that corresponds to a local minimum of the above equation. For details, see [2]. The CoCC algorithm requires an initial 

co-clustering (C(0) Do , C(0) W ) in input. As depicted in Figure 1, in [2] a Naïve Bayes classifier is used to initialize the 

out-of-domain documents into clusters. The initial word clusters are generated using the CLUTO software [10] with 

default parameters. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.  Initialization 

Naïve 

Bayes 

Classifier 

                 Words 

(Out-of-Domain 

Documents) 

Initialization of Document  

Clusters 

CLUTO 

Words(In-Domain and out-of-Domain 

Documents) 

In
itializat

io
n
 o

f 

W
o
rd

 

C
lu

sters 



                                                                                                                                                                    ISSN  2350-1022 
 

International Journal of Recent Research in Mathematics Computer Science and Information Technology  
Vol. 2, Issue 1, pp: (146-152), Month: April 2015 – September 2015, Available at: www.paperpublications.org 

 

 Page | 149 
Paper Publications 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig: 2. Co-clustering for Cross-domain Text Classification 

 

Semantic-based Cross-domain Classification: 

We now present the methodology based on Wikipedia to embed semantics into document representation, and our overall 

approach to cross-domain classification. The thesaurus derived from Wikipedia provides a list of concepts. It leverages 

the hyperlink structure of Wikipedia to capture semantic relations between concepts, namely equivalence (synonymy), 

hierarchical (hyponymy), and associative. In particular, since associative hyperlinks capture different degrees of 

relatedness, three measures have been introduced to properly rank associative links between articles (or concepts) [16]: 

Content-based, Out-link categorybased, and Distance-based. The content-based measure (denoted as SBOW) is based on 

the bag-of-words representation of Wikipedia articles. Each article is modeled as a tf-idf vector: the value associated to a 

given term reflects its frequency of occurrence within the corresponding document (Term Frequency, or tf), and within the 

entire corpus (Inverse Document Frequency, or idf). The associative relation between two articles is then measured by 

computing the cosine similarity between the corresponding vectors. The out-link category-based measure compares the 

outlink categories of two associative articles. The out-link categories of a given article are the categories to which out-link 

articles from the original one belong. The larger the number of shared categories, the stronger the associative relation 

between the articles. To capture this notion of similarity, articles are represented as vectors of out-link categories, where 

each component corresponds to a category, and the value of the i-th component is the number of out-link articles which 

belong to the i-th category. Cosine similarity is then computed between the resulting vectors, and denoted SOLC. The 

third measure is a distance measure. The distance between two articles is measured as the length of the shortest path 

connecting the two categories they belong to, in the acyclic graph of the category taxonomy of Wikipedia. The distance 

measure is normalized by taking into account the depth of the taxonomy. It is denoted Dcat. A linear combination of the 

three measures quantifies the overall strength of an associative relation between concepts [16]:  
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S = λ1SBOW + λ2SOLC + (1 − λ1 − λ2)(1 − Dcat) (3) 

where λ1, λ2 ∈ (0, 1) are parameters to weigh the individual measures. The Wikipedia-based thesaurus is used to derive an 

extended vector space model fordocuments [15]. The BOW model of a document d is defined as follows: φ : d _→ φ(d) = 

(tf -idf(t1, d), . . . , tf-idf(tD, d)) ∈ RD, where tf -idf(ti, d) is the tf -idf value of term ti in document d, and D is the size of 

the dictionary. Following the procedure introduced in [15], for each document in a given corpus, Wikipedia concepts 

mentioned therein are identified. An exact matching strategy is used; that is, only the concepts that explicitly appear in the 

document become the candidate concepts. Once the candidate concepts have been identified, the Wikipedia thesaurus is 

used to select synonyms, hyponyms, and associative concepts of the candidate ones. The vector associated to a document 

d is then enriched to include such related concepts: φ(d) = (<terms>,<candidate concepts>,<related concepts>)1. The 

value of each component corresponds to a tf-idf value. The feature value associated to a related concept is the tf-idf value 

of the corresponding candidate concept. Semantic information is embedded in φ(d) by means of a proximitymatrix P 

defined for each pair of concepts. P is a symmetric matrix whose elements are defined as follows. For any two terms ti 

and tj , Pij = 0 if i _= j; Pij = 1 ifi = j. For any term ti and any concept cj , Pij = 0. For any two concepts ci and cj :  

 

S is computed according to equation (3). depth is the distance between the corresponding categories of two hyponym 

concepts in the category structure of Wikipedia. Μ is a back-off factor, which regulates how fast the proximity between 

two concepts decreases as their category distance increases. Following [15], we set μ = 2in our experiments. By 

composing the vector φ(d) with P, we obtain the desired extended vector space model for document d: ˜φ(d) = 

φ(d)P. ˜φ(d) is a less sparse vector with non-zero entries not only for concepts mentioned in d, but also for all concepts 

that are semantically similar to those present in d. We apply this procedure to all documents in Di and in Do. As a result, 

the representation of two related documents d1 ∈ Di and d2 ∈ Do corresponds to two close vectors ˜φ(d1) and ˜φ(d2) in 

the extended vector space model. In other words, the extended vector space model applied to Di and Do has the effect of 

enriching the shared dictionary with concepts that encapsulate the content of documents. As such, related domains will 

have a shared pool of terms/concepts of increased size that has the effect of making explicit their semantic relationships. 

We thus perform co-clustering based cross-domain classification by providing the CoCC algorithm the extended vector 

space model of in-domain and out-of-domain documents. The setW now comprises the new dictionary, which includes 

terms and concepts, both candidate and related. We note that concepts form individual features, without undergoing 

stemming, or splitting of multi-word expressions. 

Empirical Evaluation: 

We evaluated our approach using the 20 Newsgroups [11], and the SRAA [12] data sets. We split the original data in two 

corpora, corresponding to in-domain and outof-domain documents. Different but related categories are selected for the 

two domains. Data sets across different classes are balanced. Table 1 shows how categories were distributed for each data 

set generated from the 20 Newsgroups corpus. We generated ten different data sets comprised of different combinations 

of categories. Each set contains several top categories, which also define the class labels. Data are split into two domains 

based on their subcategories. The SRAA [12] data set contains 73,218 articles from four discussion groups on simulated 

auto racing, simulated aviation, real autos, and real aviation. It is often used for binary classification, where the task can 

be defined as the separation of documents on “real” versus “simulated” topics, or on “auto” vs. “aviation”. We generated 

two binary classification problems accordingly, as specified in Table 3. In our experiments, we compare the classification 

results of the CoCC approach based on the BOW representation of documents (denoted CoCC without enrichment), and 

based on the extended vector space model (denoted CoCC with enrichment). The CoCC algorithm uses a Naive Bayes 

classifier to initialize the out-of-domain documents into clusters. 

Thus, we also report the results of Naive Bayes, with and without enrichment, respectively. Standard pre-processing was 

performed on the raw data. All letters in the text were converted to lower case, stop words were eliminated, and stemming 
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was performed using the Porter algorithm [13]. Words that appeared in less than three documents were eliminated from 

consideration. Term Frequency was used for feature weighting when training the Naive Bayes classifier, and for the 

CoCC algorithm. To compute the enriched representation of documents, we need to set the parameters λ1 and λ2 in 

Equation (3). These parameters were tuned according to the methodology suggested in [16]. As a result, the values λ1 = 

0.4 and λ2 = 0.5 were used in our experiments. The CoCC algorithm requires the initialization of document clusters and 

word clusters. We follow the methodology adopted in [2], and compute the initial document clusters using a Naive Bayes 

classifier, and the initial word clusters using the LUTO software [10] with default parameters. The Naive Bayes classifier 

is trained using Di. The trained classifier is then used to predict the labels of documents in Do. In our implementation, we 

keep track of class labels associated to clusters by the Naive Bayes classifier, to compute the final labels of documents in 

Do. Table 2 presents the precision rates obtained with Naïve Bayes and the CoCC algorithm, both with and without 

enrichment. The results of the CoCC algorithm corresponds to λ = 0.25, and 128 word clusters. The precision values are 

those obtained after the fifth iteration. Table shows that the CoCC algorithm with enrichment provides the best precision 

values for all data sets. For each data set, the improvement offered by CoCC with enrichment with respect to the Naive 

Bayes classifier (with enrichment), and with respect to CoCC without enrichment is significant. As shown in Table 2, 

themost difficult problem is the one with four categories: rec vs talk vs sci vs comp. A closer look to the precision rates 

reveals that almost all “recreation” and “talk” documents in Do are correctly  classified. The misclassification error is 

mostly due to the fact that the top categories “science” and “computers” are closely related (in particular, the sub-category 

“electronics” of “science” may share many words with the category “computers”). As a consequence, several “science” 

documents are classified as “computers” documents. Nevertheless, CoCC with enrichment achieves 71.3% accuracy, 

offering a 8.9% improvement with respect to CoCC without enrichment, and a 17.5% improvementwith respect to Naive 

Bayes. It is interesting to observe that in all cases the Naive Bayes classifier itself largely benefits from the enrichment. 

We also  show the precision achieved by CoCC with enrichment as a function of the number of iterations for the four 

multicategory problems considered in our experiments. In each case, the algorithm reached convergence after a 

reasonable number of iterations (at most 27 iterations). The improvements in precision ith respect to the initial clustering 

solution are confined within the first few iterations. We obtained a consistent result across all data sets. For this reason, 

we provide the precision results obtained after the fifth iteration. We also tested the sensitivity of CoCC with enrichment 

with respect to the λ parameter, and with respect to the number of clusters. We report the results obtained on the three 

category problem derived from the 20 Newsgroups data set: sci vs talk vs comp. Following the settings in [2], we used λ 

values in the range (0.03125, 8), with three different numbers of word clusters: 16, 64 and 128. Figure 3 shows the results. 

Overall, the precision values are stable. A reasonable range of values for λ is [0.25, 0.5]. The precision values as a 

function of different number of clusters are given in Figure 4. We tested different numbers of clusters between 2 and 512 

for three different values of λ: 0.125, 0.25, and 1.0. The same trend was obtained for the three λ values. Precision 

increases significantly until a reasonable number of word clusters is achieved. A value of 128 provided good results for all 

problems considered (this finding is consistent with the analysis conducted in [2]). 

TABLE I: Cross-domain Classification Precision Rates 
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III.    CONCLUSION 

Advancing co-clustering technique to perform cross-domain classification by embedding background knowledge 

constructed using Wikipedia. We plan to explore other techniques to balance and co-ordinate the common language 

substrate of the given domains. 
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